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Overview

• Online recommendation(1)

• Recommendation with Social Networks(2+1)
• Group representation, community detection, sequence-aware Rec

• Recommendation with Knowledge Base(1)

• Improve traditional methods(3)
• APR, CMN, Bandit problem

• Some specific tasks(5)
• Recommend email, mention, citation, Wikipedia article section
• conversational recommender system

• User modeling: Geo-social based(1)



Some useful basics

• Recommendation
• MF, BPR

• Sequence-aware recommendation
• RNN, LSTM, GRU, Memory network

• Clustering

• Learn image representation
• CNN, Inception, VGG, ResNet

• Graph embedding



Online recommendation

• In real life, new ratings, users and items come continually

• Four challenges of online recommendation
• Online updating and advoiding overload
• Capturing users’ long-term interests
• Capturing users’ drifted interests
• Modeling new users and items



RKMF

• MF based

• Assumption
• the model build from S(ratings set) and the model build from SU{𝒓𝒖,𝒊}  is 

mostly the same from a global perspective

• For new-user, his (local) features might change a lot from the new rating



RKMF: Online updating
• Update(retrain) the related user or item only

Rendle S, Schmidt-Thieme L. Online-updating regularized kernel matrix factorization models for large-scale recommender systems[C]//Proceedings of the 2008 ACM 
conference on Recommender systems. ACM, 2008: 251-258.



RMFX

• BPR based

• Use reservoir to capture users/ 
long-term interests

• Reservoir: a batch of ratings

• With probability |R|/t and 
replaces uniformly at random 
an instance from the reservoir, 
the reservoir is a random 
sample of the current dataset.

Diaz-Aviles E, Drumond L, Schmidt-Thieme L, et al. Real-time top-n recommendation in social streams[C]//Proceedings 
of the sixth ACM conference on Recommender systems. ACM, 2012: 59-66.



RMFX

• It is still far from the accuracy 
achieved by the offline cases if 
use the reservoir data for 
online updating

• How to sample the pairs 
needed for creating the 
contrasts 



RMFX: online update



SPMF

• Binary classification with negative sampling Based(likely)

• Update model use both reservoir and new data

• Similar methods to sample train example from reservoir and new 
data: tend to sample the data that has low score

Wang W, Yin H, Huang Z, et al. Streaming ranking based recommender systems[C]//The 41st International ACM SIGIR Conference 
on Research & Development in Information Retrieval. ACM, 2018: 525-534.



SPMF algorithm



sRec

• Sequence PMF

• New user

• Focus on drifted interests

Chang S, Zhang Y, Tang J, et al. Streaming recommender systems[C]//Proceedings of the 26th International 
Conference on World Wide Web. International World Wide Web Conferences Steering Committee, 2017: 381-389.



Experiments(from SPMF)

• Evaluation metric: Hit ratio, don’t consider rank before k 
comparing to NDCG



Overview

• Online recommendation(1+3)
• Fast online updating
• Capture both long-term and drifted interests
• Modeling new users or items

• Recommendation with Social Networks(2+1)
• Group representation, community detection, sequence-aware Rec

• Improve traditional methods(3)
• APR, CMN, Bandit problem



Recommendation with Social Networks

• Group representation
• Attention based on specific user and item

• Community detection
• Cross-domain clustering

• Sequence-aware recommendation
• Dynamic attention over time t base on social information



Attentive Group Recommendation

• Key problem: how to aggregate the preferences of group 
members to infer the decision of a group
• Naïve method: average aggregation

• Example and intuition
• When you want to see a movie with your

• friends ? Maybe average aggregation

• boyfriend or girlfriend ?

• family ?



Attentive group representation



Interaction learning based on NCF



Model optimization

• BPR loss：

• To decrease the BPR loss on a multi-layer model, a trivial 
solution is to scale up the weights in each update. As such, it is 
crucial to enforce the L2 regularization on the weights to avoid 
this trivial solution.

• Pairwise square loss(without regularization)



Experiments



Attentive Recurrent Social Recommendation

• Key problem
• The complex interplay between users’ internal interests and the social 

influence from the social network drives the evolution of users’ 
preferences over time

• Traditional approaches either neglected the social network structure for 
temporal recommendation or assumed a static social influence 
strength for static social recommendation

Sun P, Wu L, Wang M. Attentive recurrent social recommendation[C]//The 41st International ACM 
SIGIR Conference on Research & Development in Information Retrieval. ACM, 2018: 185-194.



Notations



Proposed model



Dynamic part



Static part



Model optimization

• Focus on the implicit feedback of users, we adopt the widely used 
log loss function



Experiments



Cross-Domain Recommendation via Clustering
on Multi-Layer Graphs

• Key problem
• social connections between users (i.e. follower/followee relationship) that 

are often hidden behind the privacy settings

• So, to avoid privacy concerns, we propose to use user generated data on 
multiple platforms to detect the similarities between users.

Farseev A, Samborskii I, Filchenkov A, et al. Cross-domain recommendation via clustering on multi-layer graphs[C]//Proceedings 
of the 40th International ACM SIGIR Conference on Research and Development in Information Retrieval. ACM, 2017: 195-204.



Cross domain community detection

• Similarity graph construction

• Community detection on one domain
• Ncut problem and Spectral clustering

• Cross domain community detection
• Spectral clustering on multi-layer graph

• Incorporating inter-layer relationship



Notations



Similarity graph construction

• For every graph node pair (i, j) from the m-th graph layer, the 
corresponding distance is:

• A graph layer is built from the user generated data from the same 
platform



Community detection on one domain(a 
graph layer)
• NCut problem: divide the nodes to communities that are formed 

by users that are most similar to each problem

• NCut problem is  NP-hard.

• Approximation by spectral clustering

• the solution of the problem is given by the first k eigenvectors of the 
normalized graph Laplacian

• W is adjacency matrix, and D is degree matrix 

• Clustering over the feature space U



Spectral clustering on multi-layer graph

• The final data representation (latent representation) must be 
consistent with all graph layers

• Measure closeness of two latent space

• Measure closeness between target space S and other domain 
specific space {𝑆𝑖}



Spectral clustering on multi-layer graph

• Optimization target

• The same as one graph layer, the solution of the problem is given 

by the first k eigenvectors of 



Incorporating inter-layer relationship

• Real world problems often require a consideration of inter-layer 
relationship (similarity)

• New optimization target for the i-th layer

• New regularized Laplacian Matrix



Incorporating inter-layer relationship

• Final optimization target



Computing Inter-Layer Relationship

• Define N × N k-clustering co-occurrence matrices 𝑀𝑞,𝑘 , 𝑀𝑤,𝑘, in 
which each value 𝑚𝑖,𝑗 is equal to 1 if user i is assigned to the same 
cluster as user j in both layers w and q, and 0 otherwise

• Similarity between layer q and w



Algorithm



Overview

• Online recommendation(1+3)
• Fast online updating
• Capture both long-term and drifted interests
• Modeling new users or items

• Recommendation with Social Networks(2+1)
• Group representation
• Sequence-aware Recommendation
• Community detection avoiding privacy concerns

• Improve traditional methods(3)
• APR, CMN, Bandit problem



Adversarial Personalized Ranking for 
Recommendation
• Optimizing MF with BPR leads to a recommender model that is 

not robust

• The resultant model is highly vulnerable to adversarial 
perturbations on its model parameters, which implies the 
possibly large error in generalization

• To enhance the robustness of a recommender model and thus 
improve its generalization performance

He X, He Z, Du X, et al. Adversarial personalized ranking for recommendation[C]//The 41st International ACM SIGIR 
Conference on Research & Development in Information Retrieval. ACM, 2018: 355-364.



Adversarial Noises

• Defined as the perturbations that aim to maximize the objective 
function of BPR

• Approximation



BPR-MF is Vulnerable



Adversarial Personalized Ranking



SGD learning algorithm for APR



Experiments



Experiments



Experiments



Conclusion and Others(maybe in next pre)

• Online recommendation(1+3)

• Recommendation with Social Networks(2+1)
• Group representation, community detection, sequence-aware Rec

• Improve traditional methods(3)
• APR, CMN, Bandit problem

• Recommendation with Knowledge Base(1)

• Some specific tasks(5)
• Recommend email, mention, citation, Wikipedia article section
• conversational recommender system

• User modeling: Geo-social based(1)



Thank you


